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DEFINING THE PROBLEM 
During 1997 a customer in Montana called to say that the dynamometer cards produced by the Rod Pump Controller 
(RPC) were swelling slightly. A swelling or distortion along the vertical axis (load) was noticed compared to the reference 
card. The horizontal component of the card showing position was changed very little (slight rotation). Was the apparent 
change in load real, or was the equipment faulty? 

During each stroke the RPC collects samples from load and position inputs. Pairs of load and position values are sampled 
every 5 milliseconds. Every 50 milliseconds ten load and position pairs are digitally filtered and plotted to form a surface 
dynamometer card. For example, at 6 Strokes Per Minute (SPM) 200 points are collected to produce the surface dyna- 
mometer card plot. Load is plotted along the vertical axis, position along the horizontal axis to form a surface dynamom- 
eter card for each stroke. 

During RPC setup, a Base Card is collected for reference. A Current Card is drawn every stroke. Current Card load and 
position values are checked for both absolute value limits and rate of change violations. On-the-fly processing checks for 
conditions needing immediate response. End of stroke processing compares Current Card area to Base Card area, among 
other checks. The area enclosed by the surface dynamometer card is a measure of the polished rod workload for a com- 
plete stroke. 

Load measurements from beam mounted transducers, and position inputs from proximity switches supplied data pairs. 
The Base Card or reference card position input plot had been recorded during RPC setup using a continuous potentiom- 
eter. Prox switch position is fitted during RPC setup to permit comparing load and position values on Current Card with 
Base Card. Position data for Current Card is supplemented by SPM timing data to detect significant changes in stroke 
length. 

Beam mounted transducers do not directly measure rod string loads, but give a relative measure of beam deflection. The 
resulting measurements must be calibrated to provide useful data about rod string loads. Polished rod load cells can 
directly measure loads, but they are mounted in an area that is subject to damage (especially during workover). Polished 
rod load cells are also generally more expensive than beam mounted transducers. 

The acceleration and deceleration of long rod strings during a typical pumping unit stroke introduces more factors. Rod 
string dynamics introduce variables such as: momentum, vibration, rod stretch, buoyancy, valve pulsations, and noises 
both electrical and mechanical in nature. Load cells and beam mounted transducers challenge designers to produce 
consistent results needed for production analysis. Load spikes and other challenges need to be dealt with. Obtaining a 
reliable indication of rod loads during fluid production involves trade-offs. 

Beam-mounted transducers are mounted away from workover action. Welding or clamping is used to mount transducer on 
beam. Improper mounting can lead to inconsistent results. They are not as likely to be damaged as polished rod load cells. 

The joint investigation of customer concerns started by closely looking at the results to determine what was happening. 
The operation of the rod pump controller seemed to checkout OK. The card swelling seemed to correlate with a real 
dynamic load increase. Further investigation by the customer showed that the well would need an emulsification treatment 
soon after the dynamometer cards expanded. The field results showed that results were somewhat consistent, and might be 
useful for scheduling emulsion treatments. 

Armed with this new information, the conditions were investigated to see what could be done to harness the observed 
changes and make a useful tool. 
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DEFINING A SOLUTION 
The history of pump-off control shows that it is easier to protect equipment than production. Shutting down equipment 
may prolong equipment life at the expense of production. Unnecessarily shutting in production costs money. Fluids 
produced by a competitor are lost forever. Secondary and tertiary reservoir dynamics and operation expenses raise the ante 
even more. 

Field trials were necessary for understanding the whole situation enough to develop a useful tool. A useful tool may be 
defined as one that is easy to use and produces good results. Training costs for new functions can make small gains 
uneconomic. A hnction that could be turned on with one command, yet allow enough flexibility so exceptional wells 
could benefit from the technique was needed. 

Working with the customer to provide a useful tool was less of a trial and error process because a deep rod part event was 
already defined. A deep rod part is detected when the polished rod workload is reduced to (a default value) of 40% of 
Base Card workload. The A&E RPC event manager structure allowed high polished rod load parameters to be managed in 
a very similar way. 

Consistent results were sought. Current card area (calculated by RPC) proved less likely to produce false alarms than 
single point load limits or percentage thresholds. Testing for the condition of higher polished rod work loads over several 
consecutive strokes helped reduce false alarms. 

Field tests proved a fairly simple set of conditions could provide consistent results for most cases. If the Current card area 
is greater than (default value of 130%) ofworkload area limit as determined during Base Card capture, for a (default value 
of 3) consecutive strokes, then a High Polished Rod Effort is declared and alarm is latched. During the next host poll, a 
message is sent by RTU over data radio indicating the event has occurred. Entering one value enables high Polished Rod 
Effort Event. This can be done remotely at host or locally using RPC local interface. 

Enable: 37 in Reg# 10,986 
Disable: 36 in Reg# 10,986 

Standard Configuration 
Recommend Disable value 

Increased workloads reduce pumping unit performance and increase operating costs. Additional stress reduces system 
reliability. Fluid production decreases and energy costs increase when increased polished rod loading is not detected and 
treated. 

The early warning provided by this event allows hot water, hot oil, and condensate or chemical treatments to be scheduled 
one to two weeks in advance. 

Treatment methods, quantities of fluids and treatment effectiveness can be measured. Data logging, conditional trending 
and other predictive maintenance tools are available from the RPC microprocessor for further refinement of high friction 
load events. 

The “Emulsification Alarm” has been renamed to “High Polished Rod Effort Event” for three reasons: 
1. 

2 .  
3. 

Over time, the emulsification alarm proved to have a more general use for detection of other sources 
of high friction loads such as: paraffin, asphaltenes, and waxy deposits of various compositions. 
Well analysts found the name alarming. 
We also found production managers were concerned that another alarm would mean losing 
production (the High Polished Rod Effort Event indicates well condition only and has not been 
configured for well shutdown) 

Reliability Centered Maintenance (RCM) operations can benefit from this predictive maintenance tool. The RPC can 
control chemical* injection such as paraffin crystal modifiers to treat wells as required, before workloads impact produc- 
tion. 

If a producing well shows a deep rod part after treatment, a new Base Card must be set for the RPC. Base Card capture 
can be done remotely from host if continuous position input devices are used. 
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The Base Card used as reference, must reflect operating conditions (full pump with fluid level in operating range). 
Current and Base Cards should be matched for peaks and size for best results. Well experience will improve the ability to 
predict when treatments are needed. 

The A&E RPC also keeps track of the amount of time the Polished Rod Effort Event is true for each day up to a week. 
Total time event condition is true, and the number of strokes when event condition is true is available at host or RPC for 
all defined events. 

*Chemical injection control by A&E RPC requires Relay Expansion Option (RE0 Card). 

CASE STUDY 
The Cedar Creek anticline in Baker Montana was where we first noticed a need for an alarm to detect emulsion problems. 
These wells have a lot of asphaltenes in the fluid and when pumped tend to produce a sticky tar like fluid. This condition 
can be controlled by the injection of chemicals on a regular schedule or as needed. The concern was overspending when 
not needed or failures when not corrected in time. 

Most of our emulsifying wells didn’t increase the loads enough to trip a load alarm. We had set the high load alarm at 
135% of normal loading. Lower settings gave us a lot of false alarms. The diagnostic cards enlarged about 6 to 10 percent 
and rotated slightly. Emulsified fluids caused the rods to drag. In turn, this led to increased rod failures and downtime. At 
today’s lower oil prices, a $ 1  O,OOO+ rig job will make many failed wells uneconomical to repair. 

These were not instantaneous failures but reduced the life space of the rod string. A 10% increase in the rod loads may 
not seem like much but when you are pumping from 9000 ft and moving 300+ bbls. with a rod string loaded at go%+, it is 
often the difference between failing and not failing. On one well, the Pine 23-32U, we were able to reduce the failures 
from 7 yearly to I failure per 18 months. This is an extreme case but until we were able to detect these changes and treat 
the wells, we had failure problems. 

In Michigan, we are using the alarm to help detect paraffin buildup. These wells all have polish rod loadcells. In Montana 
we had welded beam mounted load cells. Many of our wells don’t appear to have problems until it is too late and they are 
hung. We are fine-tuning the emulsion alarm limits and have seen wells that showed problems before they alarmed on 
high loads. Our wells are treated on a schedule that tries to balance cost and need. This alarm is showing a lot of poten- 
tial by catching wells with problems before their scheduled treatment and reducing excessive rig costs. 

At the end of the paper are several cases from Michigan and other fields that show the normal and emulsified surface and 
downhole cards. These are fairly easy to detect here, but when one person is monitoring 200 to 400 wells, attending 
meetings and other activities, there is not enough time to monitor all the wells as thoroughly as we would like. 

Like other systems, you will only get out of the system what you put into it. Unless your data is accurate and up to date, 
there will be false alarms. The 41h case(Rupp 1-2 I )  shows a well with a bad Base Card and the current Alarm Card. This 
false alarm was corrected by collecting a current base card and setting the loads correctly. 

Our treatments are 95% done with the use of 150 barrels (bbl) of hot water and chemical or 100 bbl of conden- 
sate. We have several wells on crystal modifier at a continuous rate. The results are usually really good for a while but 
tend to disappear over time. It appears when using crystal modifiers, the paraffin light ends are removed and the heavies 
are left. We are testing a quarterly hot water treatment with the crystal modifier for better results. 

We started using the emulsion alarm last summer in a limited area to compare with load alarms. The results 
indicated emulsion alarms give me an earlier alarm so I switched 98% of my wells to emulsion warning. It is set at 125% 
of normal and the load alarm is now set at 135%. 

Most ofthe alarms I get are from the north area that I oversee. The wells are shallower and have a lighter type of 
paraffin. At this time I can’t track any trends, if a well acts up before it’s due treatment day twice, we redo the schedule to 
prevent having a stuck well. Right now the alarm is mainly used to help me schedule treatments. It enables me to stretch 
out treatments knowing there is an alarm that will detect a problem developing 
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Simulated Card (Above) Outline Showing Area Overlapped Between Current Card And Reference or Base 
Card. The increase in surface card area due to increased friction represents a symmetrical 15% increase in 

area on both up and down portions of stroke (total area increase = 30%). 
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Surface and Downhole Dynamometer Card Showing Asymmetrical Loading Due to Friction. 

Simulated and Real Surface and Downhole Card Images 
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Real Surface and Downhoie Cards 
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Surface Cards Showing Improperly Set Base Card Showing False Alarm 
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Workload Event = Current Card Area > (Base Card Area * Workload Percent) 

Comparing card areas instead of a single point promotes close monitoring without false alarms. Large sample sizes allow 
more precise measurements without nuisance alarms. Requiring a condition to be true for a number of consecutive strokes 
or consecutive cycles can also reduce false alarms. 

Registers: (implemented as Emulsification Alarm in firmware Version #2 1 wi further improvements) 

Register Description Reg# Default Summary 
Workload Percent 188 130.0% Percent of Base Card area increase* 
Calculated Workload Limit in Foot-pounds = Reg# 28,814 (Base Card Area) * 186 

Reg# 188 (workload YO) 
Workload Event Configuration 

(formerly Emulsification detected)** 
Stroke Action 1 
Stroke Action 2 
Stroke Latch 
POC Cycle Action 1 
POC Cycle Action 2 
POC Cycle Latch 
State 
Actions Taken? 
Status of Latch 
Stroke Trigger 

# Strokes Event = True 
Strokes in True Total** 
Time in True** 
Time Event = True Today** 
Time in True Today- 1 (Yesterday) ** 
Time in True Today - 2** 
Time in True Today - 3 * * 
Time in True Today - 4** 
Time in True Today - 5 ** 
Time in True Today - 6** 
POC Cycle Trigger 

POC Cycles Event = True** 

10,986 
10,987 
10,988 
10,992 
10,993 
10,994 
10,998 
10,999 
1 1,000 
11,001 
1 1,002 

1 1,003 
1 1,004 
1 1,005 
I 1,006 
1 1,007 
1 1,008 
1 1,009 
1,010 
1,011 
1,012 
1,013 

1,014 

37 
17 
0 
0 
17 
0 
1 

3 

(37) enables default configurations 
(1 7 - Save Alarm Card) 

0 - No Action 
Stroke (0 - Not Latched) 

(1 7) Save Alarm Card 
No Action 

POC cycle (1 - Latched) 
Current state of input 

True if actions have executed 
True if latched 

# consecutive strokes with condition = true will 
latch event 

# of strokes event was true since Clear Alarms 
Total # of strokes event is true 

Total for today 
Total for yesterday 

Total for day before yesterday 
Etc 

2 # consecutive POC cycles with event true will 
latch event 

# of cycles event was true since Clear Alarms 

*if Reg# 188 is set to 0, RPC uses limit (value in Reg#l86) instead of YO. Base Card. Max Load Limit = 655,350 Ibs. 
See Deep Rod Part (Reg#I 0,3 19) for alarms / actions taken when Current Cards area < A&E RPC Reg# 28,8 I4 (Base 
Card Area). 
** Values affected by event configuration values. See Event Configuration Table. 
For small wells that pump off quickly, the value in Reg#188 (workload YO) may need to be increased. 

Technical Description - A&E RPC Polished Rod Effort Event 
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